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ABSTRACT

As artificial intelligence (Al) advances from functional to
integrative, the embodiment of Al to robotic systems is imminent.
In human-robot teaming (HRT), the definition, conceptualization,
and measurement of team (dis)trust has been inappropriately scaled
and has therefore suffered in the form of misinterpreted results due
to (1) not accurately capturing the emergence of team (dis)trust; and
(2) hierarchical and temporal data aggregation. In this paper, we
compare the emergence of team (dis)trust and its measurement
approaches in both information processing theory and dynamical
systems theory. We also identify important future research avenues
in relation to temporal team (dis)trust measurement and the use of
dynamical systems analysis (DSA) and inferential statistics.
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1 Introduction

As artificial intelligence (Al) advances from functional (i.e., able
to perform one specific operation well but cannot perform
anything else) to integrative (i.e., where several Al are embedded
in one system to work in tandem), the embodiment of Al to a
physical body is mandatory for it to interact with the real-world
environment [19]. Embodied integrative-Al robots ideally possess
the abilities to perceive, plan, reason, and act within and on the
environment while directing their actions towards a specific goal
[3, 19]. To have effective Human-Robot Teaming (HRT), the
complexity of robotic systems needs to reach that of their human
counterparts wherein robots adapt to the environment and
recognize the intentions of their human and robot team members

[19]. Therefore, HRT is a human-technological system comprised
of multiple agents (human and embodied Al), each recognized as
a distinct team member, coordinating across time and space to
achieve common goals [28, 32].

In HRT, the team-level construct of trust (i.e., team trust) has
been defined similarly to the individual-level construct of trust as
“the attitude that an agent will help achieve an individual’s goals
in a situation characterized by uncertainty and vulnerability” [23,
p. 54]. However, in application, researchers refer to team trust as
the attitude that an agent will help achieve the team’s goals in a
situation characterized by uncertainty and vulnerability. The team-
level construct of distrust (i.e., team distrust) suffers from the
same misidentified and inappropriate scaled terminology where it
is defined as the fear that an agent has ill intentions, or will act
counterproductively towards your goal, leading you to want to
buffer yourself from the effects of the agent’s behavior [25].

When team (dis)trust is studied under information processing
team members are asked to fill out surveys reflecting on their trust
in the agent or their team and/or behavioral measures may be
taken throughout the interaction. Then a researcher will aggregate
(e.g., take the mean) the scores across team members to the team-
level and use the aggregate score for analysis. Alternatively, a
researcher will place each agent’s score at a fixed time point for
use in growth modeling. Misspecification issues arise when
aggregate scores of emergent phenomena like team (dis)trust have
significant relationships to team performance and individual
(dis)trust scores do not. Further, specifying that team (dis)trust
emerges at fixed time intervals, although in line with team process
frameworks (e.g., Input-Process-Output; 1-P-O; [27]), does not
accurately capture the continuous real-time fluctuation and
emergence of team (dis)trust.

In dynamical systems theory, team (dis)trust emerges through
the self-organization of team member interactions (i.e.,
component interactions) that result in structured team patterning
(i.e., structured system-level patterning) as the interactions occur.
In Fig. 2 team (dis)trust and individual (dis)trust emerge through
the interaction of joint system(team)-states and are measured
through the dynamical systems analysis (DSA) measure of
influence. Influence is the degree to which individual actions
change patterns at the team-level [10, 14]. Influence is therefore
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measured and interpreted as the interactive states that emerge at
the system(team)-level from the interactions between team
members.

Through the dynamical systems perspective, the real-time
emergence of individual and team (dis)trust are captured. Further,
the fluctuations of individual and team (dis)trust in changing
contexts are recorded and measured at the appropriate scale. In
this paper we describe how individual and team (dis)trust are
conceptualized from information processing and dynamical
systems theories and outline the current state of research in team
(dis)trust from each perspective. We then provide an example on
how individual and team (dis)trust has been studied from each
perspective and challenge the field to incorporate a dynamical
systems perspective in future studies on individual and team
(dis)trust as it relates to HRT.
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Figure 1: The emergence of team (dis)trust from individual
inputs under the 1-P-O framework in information processing
theory.
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Figure 2: The emergence of team (dis)trust and individual
(dis)trust from the self-organization of interactive states
through influence under dynamical systems theory.

2 Trust and Distrust in Information Processing
Theory

In information processing approaches, emergent phenomena are
the collective result of an agent’s cognition, affect, and behaviors
that interact with all the other agents’ cognition, affect, and
behaviors on the team over time through team processes [20, 21].
Marks and colleagues’ Input-Process-Output (I-P-O, [27]) and
Illgen and colleagues’ Input-Mediator-Output- Input (I-M-O-I,
[17]) frameworks describe one-way and cyclical causal pathways
that occur at discrete timepoints. Emergent states like team
(dis)trust are then stated to occur as the result of the Process or
Mediator step that affects the team’s Output [17].

Kozlowski and colleagues [20] expand on this view by
outlining compositional and compilational emergent states.
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Compositional emergent states are based on shared team mental
models (STMM) and represent the collection of shared knowledge
among team members [20]. Whereas compilational emergent
states are based on transactive memory (TM) and represent the
collection of distributed knowledge among team members [20].
Regardless of the conceptualization of emergence, information
processing theory focuses on internal individual-level factors to
bring about team-level emergent states. States such as team
(dis)trust are measured separately from each team member and
then aggregated to the team-level or across time for analysis [20].

Despite a few noteworthy exceptions [15, 39], there remains a
noticeable gap in our comprehension of the temporal dynamics
involved in the formation and sustenance of team (dis)trust.
Previous studies [22, 24, 31, 38] measured factors that influenced
the initial emergence of team (dis)trust and its subsequent
fluctuations [2, 13]. However, we still lack insight into how not
just (dis)trust evolves over time due to the ongoing interactions
among members of HRTs [7] but also team (dis)trust.

This gap requires further attention when considering how
measures of (dis)trust have been aggregated hierarchically to the
team-level or temporally to fixed time intervals. Concerns on the
aggregation of data for analysis are known throughout the team
performance literature [36], and similar concerns arise in the
aggregation of (dis)trust measures to the team-level. In
hierarchical models, the aggregation of team (dis)trust data to
single team-level data structures for statistical analysis violates the
assumption of independence since the data are technically nested
[33]. To avoid this violation, the possibility of ignoring potentially
meaningful variability, and the drawing of incorrect conclusions.
Sherry and MacKinnon [33] suggest that multilevel modeling
techniques be implemented. Alternatively, the application of DSA
can be implemented to measure team (dis)trust at the
appropriately scaled team-level.

In temporally based models, temporal aggregation (i.e., when
data are averaged across time to fixed time intervals) may
overlook the intricate, individual/team interactions and their
continuous, evolving nature, potentially obscuring the nuanced
dynamics of (dis)trust as well as team (dis)trust development over
time. When considering the use of growth curve modeling
techniques from both multilevel modeling and structural equation
modeling frameworks, the data are required to be structured with
at least three repeated measures per individual at discrete time
points [6]. This aggregates the data temporally to discrete time
points and theoretically does not provide for the real-time
measurement of team (dis)trust emergence. Nonetheless, a study
by Loossens and colleagues [26] compared the discrete-time lag-1
vector autoregressive (VAR(1)) model and the continuous-time
Ornstein—Uhlenbeck (OU) model which resulted in the authors’
suggestion that discrete-time models are superior unless
adjustments for abrupt changes (i.e., large changes over short time
intervals) are made. As team (dis)trust may or may not develop
and fluctuate over abrupt changes, further research is needed to
examine whether measuring team (dis)trust under information
processing theory with fixed time intervals is better or worse.
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3 Trust and Distrust in Dynamical Systems
Theory

In dynamical systems theory, teams are viewed as dynamical
systems [1]. Systems are interacting parts that function and exhibit
behavior that cannot be inferred from the behavior of the parts
alone [37]. A dynamical system is therefore a system with a
temporal component that is used to understand how systems
evolve and change over time [9]. Under dynamical systems
theory, cognitive states such as individual and team (dis)trust are
also viewed as dynamic states that emerge over time through team
member interaction. Thus, team (dis)trust is not the collective
result of all the agents’ internal cognition, affect, and behaviors, it
is instead the result of the interactions “between-the-heads” of the
all the agents on the team while the interactions are occurring [4].
Therefore, the emergent state of team (dis)trust is not reducible to
individual inputs (or aggregated outputs). Team (dis)trust is the
result of self-organization (i.e., structured patterning toward the
system-level caused by nonlinear interactions among lower-level
components; [34]) over time in which the effects of time are
irreversible (c.f., “hysteresis”; [18]), and there is not an external
controller that organizes the system. Time irreversibility indicates
contextual dependency in how (dis)trust changes over time.
However, this has not been shown in the current extent of the
literature and should be investigated.

Team (dis)trust studied with dynamical systems analysis
(DSA) in mind is measured behaviorally to account for the team
(dis)trust related interactions that occur during HRT in complex
environments with changing contexts. It is important to note that
the behavioral data must be at the team-level (e.g., data
corresponding to the interactions between agent team members) to
represent team-level input. Then depending on the DSA method
selected and in conjunction with a windowed time series approach
[11], the resulting model captures the process by which team
cognitive emergent states emerge in real-time over a continuous
time period. By selecting the team-level as the level of interest,
the input data and output result correspond to the team without the
need for aggregation. Further, the results are interpreted over a
continuous time period instead of aggregated over time into a
static snapshot. Therefore, this approach accurately represents the
emergent phenomenon that is team (dis)trust.

An example of interaction data that can be used for DSA is
represented in Fig 2. This figure captures the interactions
considered for the influence measure involved in measuring
individual and team (dis)trust. The interactions are the spreading
of behavioral team (dis)trust [22, 29, 30] and the spreading of
communicative team (dis)trust [16, 35] from a dynamical systems
perspective. These interactions were identified using an
Interactive hybrid Cognitive Task Analysis (IhCTA, [40]). Then
the interactions were symbolically coded to represent which team
members were interacting to form component joint states which
were then binarily added to generate the overall team (system)
state [40]. This process is based on layered dynamics modeling [8,
12]. Influence was then calculated using average mutual
information (AMI; [5]) between each 1 Hz joint state time series
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and 1 Hz team state time series aligned in time using a moving
window procedure. This results in an influence time series for
each joint state time series where each influence score is the score
of team (dis)trust for that Hz.

This approach to measuring team (dis)trust is accurately
scaled to the team-level and captures the nonlinear patterning that
leads to its emergence and sustained real-time continuous
fluctuations. However, all DSA methods are descriptive and not
inferential. Measures like influence can describe the patterns in
the dataset as emergent phenomena like team (dis)trust but cannot
be used to make inferences about a population. To make
inferential claims with DSA methods, they must be used with
inferential statistics which may require the averaging of scores
across time. There is a gap in the field’s understanding as to
whether this temporal aggregation is as egregious as when it is
used in information processing approaches. Yet, although the data
may be averaged across time, the composite score of team
(dis)trust will still be made-up of each score over a continuous
time period. This stands opposed to a singular score measured at
discrete time points as found throughout information processing
approaches. Future research will need to investigate whether and
which DSA methods still capture the continuous emergence and
fluctuation of team (dis)trust when the scores are averaged for
analysis or not. Perhaps, the combined use of both DSA methods
and inferential statistics can be a more powerful tool than
inferential statistics alone.

4. Conclusion

When measuring team (dis)trust using information processing
approaches, there is a possibility to misinterpret results if team
(dis)trust is not measured at scale and/or if the data is aggregated
hierarchically or temporally. To avoid hierarchical aggregation
issues, the implementation of multilevel modeling techniques is
suggested [33]. Further, the measuring of or aggregation of team
(dis)trust data across time to discrete time points may not
accurately capture the real-time emergence of team (dis)trust.
However, there is evidence to suggest that data measured over
discrete time intervals are more accurate than continuous ones
[26].

Dynamical systems theory conceptualizes the emergence of
individual and team (dis)trust as occurring through the self-
organization of team member interactions over time. Through
dynamical systems approaches team (dis)trust is measured at the
scale of interest and results in scores that fluctuate continuously
over time. This faithfully captures the real-time emergence of
team (dis)trust and avoids issues related to misspecification and
hierarchical aggregation. However, for DSA methods to be
inferential they must be used in tandem with inferential statistics.
Yet, the combination of the two methodologies may be a benefit.
Future studies should consider the conceptualization of individual
and team (dis)trust from dynamical systems theory and the use of
DSA methods that capture their emergence.
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